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1. SUMMARY

The main idea of our I-SENSE research project [1] is to provide a generic architecture which supports online data fusion on a distributed embedded system. To accomplish high flexibility, we decided that the functional description of a data fusion system, the so called fusion model, should be defined independently of the present hardware configuration, the so called hardware model. It is the objective, to automatically find a valid mapping of the fusion model to this hardware model. Currently not many publications can be found that report the successful utilization of GP to solve such task allocation problems. Here we present our task allocation method that utilizes GP to find a suitable solution in an adequate time for this optimization problem known to be NP-complete. To improve the performance of the algorithm significantly for our problem domain, we added a few heuristics which are outlined in the following.

The fusion model consists basically of a set of communicating tasks which may be represented as a task graph \( G = (N, E) \). It is assumed to be a weighted directed acyclic graph, consisting of nodes \( N = \{n_1, n_2, \ldots, n_m\} \) which represent the fusion tasks and the edges \( E = \{e_{12}, e_{13}, \ldots, e_{nm}\} \) the data flow between those tasks. Each node has some properties, describing the hardware requirements of a task. Every edge indicates the required communication bandwidth between two tasks.

The hardware model describes the heterogeneous distributed embedded system, consisting of different processors with different properties such as core type, clock frequency and available memory, where the fusion application should run on. Each hardware node has at least one general purpose CPU and optionally some digital signal processors (DSPs) coupled strongly via PCI and I/O ports to connect sensors. Ethernet is used to interconnect the hardware nodes.

The traditional genetic algorithm suffers a major drawback if it is applied to our problem: The percentage of valid combinations is usually very small compared to all possible task allocations. When creating a pure random initial population, it is highly likely that there is not a single valid chromosome in the population. As proposed by Jens Gottlieb [2], a penalty in the fitness score for invalid chromosomes has proven to be a good approach for such situations.

We found further, that the straightforward implementation of the GA with penalties performs worse with increasing problem size, if there is no correspondence of the genes and genetic operations in the real world problem. Without precaution neither the order of the genes, nor the point of intersection in the crossover operator has a meaning in the task allocation problem. This leads to an unrestricted search in the entire solution space with the disadvantage that many invalid allocations have to be checked and ruled out.

We propose, that tightly coupled tasks should be mapped on adjacent genes in the chromosome. Now the genetic crossover operator has a real world meaning: Rather than individual tasks without relation among each other, entire coupled clusters of tasks are exchanged by the crossover operator which leads to a better performance. If the clustering idea is introduced to the initial population as well, a further enhancement can be accomplished. Instead of placing the tasks in the order they appear in the fusion model, tasks with high communication requirement are placed first at a random processor together with their heavy coupled tasks. This results in a relatively fit initial population and therefore faster search, compared to a pure random initial population (cp. table 1).

![Table 1: Iterations to find a optimal configuration](image)
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