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ABSTRACT

Having seen increased interest from the research com-
munity, smart camera systems have gone through a number
of evolutionary steps like from single cameras to distributed
smart camera systems with collaboration features. This work
aims at defining a taxonomy to classify these systems based
on their platform capabilities, the degree of distributed pro-
cessing as well as system autonomy aspects covering self-
configuration and mobility. Existing camera systems are clas-
sified according to the proposed taxonomy. Besides captur-
ing the design space for smart cameras, the main contribution
of this paper is an overview of the research challenges for
the envisioned class of pervasive smart camera systems. As
defined in this work, future pervasive smart camera systems
will be visual sensor networks targeted at end-user applica-
tions where special emphasis is put on unobtrusiveness of the
cameras as well as simple deployment supported by self con-
figuration capabilities.

Index Terms— Pervasive Smart Cameras, Taxonomy,
Classification, Design Space, Research Challenges

1. INTRODUCTION AND MOTIVATION

Smart cameras have been the subject of study in research
and industry for quite some time. While in the 1980s some
camera prototypes were developed which integrated sens-
ing with some low-level processing, first commercial ”intel-
ligent” cameras appeared in the 1990s. However, the sens-
ing and processing capabilities were very limited on these
cameras. In the meantime we have seen dramatic progress
in smart camera research and development [1, 2].

In the progress of smart cameras we can identify three ma-
jor evolution paths. First, single smart cameras focus on the
integration of sensing with embedded on-camera processing.
The main goal here is to be able to perform various vision
tasks on-board and deliver abstracted data from the observed
scene. Second, distributed smart cameras (DSC) introduce
distribution and collaboration to smart cameras resulting in
a network of cameras with distributed sensing and process-
ing. Thus, distributed smart cameras collaboratively solve

tasks such as multi-camera surveillance and tracking [3] by
exchanging abstracted features. Finally, pervasive smart cam-
eras (PSC) integrate adaptivity and autonomy to DSC. The
ultimate vision of PSC is to provide a service-oriented net-
work which is easy to deploy and operate, adapts to changes
in the environment and provides various customized services
to users.

The goal of this paper is twofold. First, we want to re-
view and classify smart camera research. This classification
is based on a taxonomy addressing the platform capabilities,
the degree of distributed processing and the degree of auton-
omy. Second, we want to elaborate the vision of pervasive
smart cameras and identify major research challenges towards
this vision. The discussion of the research challenges is based
on an exploration of the design space of current smart camera
systems.

The remainder of this paper is organized as follows: Sec-
tion 2 introduces our taxonomy for smart camera classifica-
tion. Section 3 reviews smart camera systems. Section 4 dis-
cusses pervasive smart cameras and addresses research chal-
lenges. Finally, section 5 concludes this paper.

2. A TAXONOMY OF SMART CAMERA SYSTEMS

Smart camera systems can be described using different char-
acteristics. In this paper we use the platform capabilities, the
degree of distribution and the system autonomy as classifica-
tion parameters.

2.1. Platform Capabilities

The platform capabilities of smart camera systems are de-
scribed by the following features:

Image Sensor The image sensor is a crucial component in
the overall image processing pipeline. It strongly affects the
quality of the captured images. Relevant features include the
image resolution, color depth and supported frame rate.
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Processing Unit Smart cameras are implemented using a
variety of different processing units ranging from general pur-
pose CPUs and digital signal processors (DSPs) over field
programmable gate arrays (FPGAs) to system on chip (SOC)
solutions.

Some implementations exploit multi-core architectures
which are often equipped with dedicated cores for image pro-
cessing and system management. Memory bandwidth and ca-
pacity are further crucial resources for smart cameras since
image processing tasks typically deal with huge amounts of
data.

Communication Facilities Communication can be either
established over wired or wireless interfaces. The available
bandwidth can be classified into (1) low bandwidth archi-
tectures providing a few hundred kbit/s (e.g., 802.15.4 based
wireless networks like ZigBee), (2) intermediate systems with
bandwidths ranging from a few to several Mbit/s (e.g., Blue-
tooth, UMTS) to (3) high performance networks featuring
several dozens to hundreds of Mbit/s (e.g., WLAN, Gigabit
LAN).

Power Requirements The overall power consumption is an
important platform parameter. We distinguish here between
cameras capable of running on (1) mains power supply or
(2) on battery.

2.2. Degree of Distributed Processing

In multi-camera systems the distribution of processing can
be classified as follows: (1) Multiple video streams are an-
alyzed independently without any collaboration. Thus, im-
age processing occurs either on the camera or at a central
server where the cameras stream their data to. (2) Multiple
video streams are analyzed collaboratively at a central server.
Data or abstracted information delivered from multiple cam-
eras is jointly processed but within a single thread of control.
(3) Video analysis is performed collaboratively by multiple
cameras in a distributed manner. Control is distributed among
the camera network, and cameras cooperate to solve given
tasks and exchange information potentially at different gran-
ularity levels, i.e., pixels within regions of interests, features
or decisions.

A clear separation between classes (2) and (3) is not al-
ways possible since distributed processing is sometimes re-
alized by exploiting a centralized infrastructure for coordina-
tion and management.

2.3. System Autonomy

In the context of smart camera systems we refer to system
autonomy as the support for deployment, configuration and
mobility.

Deployment Deployment refers to the process of installing
the smart camera network. We distinguish between (1) static
deployment which often relies on expert users and (2) ad-hoc
deployment which requires some self-configuration mecha-
nisms provided by the network.

Configuration Configuration refers to the process of adapt-
ing or modifying the network in operation. We consider three
different configuration approaches: (1) Static configuration
is performed once during setup of the network. (2) Remote
configuration supports modifications during operation using a
standardized interface. (3) In self-configuration, the cameras
perform modifications during operation by themselves—with
or without initial learning.

Configuration can be performed at the node level (con-
figuring a single camera) or at the network level (configuring
groups of cameras).

Mobility Regarding mobility of nodes, four different types
are distinguished: (1) Static cameras which are mounted at
fixed locations, (2) semi-static cameras which locations can
be changed at some specific operation modes (e.g., suspend),
(3) PTZ cameras and (4) mobile cameras performing image
analysis while moving.

3. ANALYSIS AND CLASSIFICATION OF SMART
CAMERA SYSTEMS

This section describes smart camera systems and research
prototypes available today and classifies them according to
the taxonomy presented in the previous section (cp. table 1).

3.1. Single Smart Cameras

The processing unit of a smart camera executes the individ-
ual stages of a typical image processing pipeline. Low-level
image processing such as color transformations and filtering
operates on individual pixels in regular patterns. These low-
level operations process the complete image data at the sen-
sor’s frame rate, but typically offer a high data parallelism.
Thus, low-level image processing is often realized on dedi-
cated hardware such as ASICs, FPGAs or specialized proces-
sors. High-level image processing on the other hand oper-
ates on (few) features or objects which reduces the required
data bandwidth but increases the complexity of the operations
significantly. These complex processing tasks exhibit typi-
cally a data-dependent and irregular control flow. Thus, pro-
grammable processors are the prime choice for these tasks.
Depending on the complexity of the image processing algo-
rithms even multi-core or multi-processor platforms may be
deployed.

Moorhead and Binnie [4] presented one of the first fabri-
cated CMOS implementations. Their SoC smart camera inte-
grated edge detection into the image sensor. VISoc [5] repre-



sents another smart camera-on-a-chip implementation featur-
ing a 320 x 256 pixel CMOS sensor, a 32-bit RISC processor
and a vision/neural coprocessor.

Wolf et al. [6] developed a first generation smart cam-
era prototype for detecting people and analyzing their move-
ment in real-time. For the implementation they equipped a
standard PC with additional PCI-boards featuring a TriMedia
TM-1300 VLIW processor. A Hi8 video camera is connected
to each PCI-board for image acquisition.

A completely embedded version of a smart camera was
introduced by Bramberger et al. [7]. Their first prototype is
based on a single DSP COTS-system (TMS320C64xx pro-
cessor from Texas Instruments). This camera is equipped
with 1 MB on-chip memory and 256 MB external memory.
A CMOS image sensor is directly connected to the DSP via
the memory interface. Communication and configuration is
realized over a wired Ethernet connection.

Arth et al. [8] presented the TRICam—a smart camera
prototype based on a single DSP from Texas Instruments.
Analog video input (either PAL or NTSC) is captured by ded-
icated hardware, and a FPGA is used for buffering the scan-
lines between video input and DSP. The TRICam is equipped
1 MB on-chip and 16 MB external memory.

Bauer et al. [9] presented a DSP-based smart camera re-
alizing a neuromorphic vision sensor. This smart sensor de-
livers only information about intensity changes with precise
timing information which is then processed to identify mov-
ing objects.

Dias et al. [10] described a generic FPGA-based smart
camera. The FPGA is used to implement several standard
modules (e.g., interface to the image sensor, memory inter-
face, Firewire interface) along with a programmable control
module and a flexible number of processing elements. The
processing elements can be interconnected arbitrarily accord-
ing to the algorithm’s data-flow.

Kleihorst et al. [11] engaged in the development of a
specialized processor for image processing with high perfor-
mance and low power consumption. This processor features
320 processing elements allowing to process a single line of
an image in CIF resolution in one cycle, or an image in VGA
resolution in two cycles respectively.

3.2. Distributed Smart Cameras

The subject of distributed smart cameras is to integrate a num-
ber of smart cameras in a common network. The main rea-
sons therefore are to (1) resolve occlusion, and (2) extend sen-
sor coverage. As each camera has reasonable computing and
communication capabilities, such a network of smart cameras
can also be treated as a distributed system for image process-
ing. Distributed smart cameras can be organized either in
a centralized manner, where some sort of pre-processing is
done on the individual cameras but a central node controls
each camera and merges information provided by individ-

ual cameras, or in a completely decentralized fashion, where
cameras have to organize themselves and collaborate on a cer-
tain task.

Implementing and deploying distributed smart cameras
with decentralized coordination poses several new research
challenges. In [12, 13] we have already discussed that a sub-
stantial middleware would greatly enhance application devel-
opment. Such a middleware has to integrate the camera’s im-
age processing capabilities and provide a transparent inter-
camera communication mechanism.

The data movement mechanisms must be designed for
timely data delivery to support real-time and low power com-
putation. One open question in middleware architectures is
the breakdown between generic and application-specific ser-
vices. Generic services can be shared among more appli-
cations, saving development time and cost, but application-
specific versions of services can be tuned to the characteristics
of the application.

In [14] we propose to use agents as top-level abstraction.
A distributed application comprises several mobile agents,
whereas agents represent image processing tasks within the
system. Attributing agents the mobility property allows to
move the image processing tasks between cameras as needed.
To demonstrate the feasibility of this agent-oriented approach,
we have implemented an autonomous and fully decentralized
multi-camera tracking method [15].

Patricio et al. [16] also use the agent-oriented paradigm.
But in their approach, an agent manages a single camera. The
agents have an internal state representing beliefs, desires and
intentions. Collaboration of cameras hence maps to collabo-
ration of agents, i.e. an agent can inform its neighbor about
an object expected to appear or ask other agents whether they
currently track the same object.

Fleck et al. [17] demonstrate a multi-camera tracking im-
plementation, but camera coordination and object hand-off
between cameras is done on a central host. Each camera uses
a particle-filter based tracking algorithm to track the individ-
ual objects within a single camera’s field of view. The camera
nodes report the tracking results along with the object descrip-
tion to the central server node.

3.3. Smart Cameras in Sensor Networks

Right now, sensor networks are receiving a lot of attention
from the scientific community [18]. While many networks
are focused on processing scalar sensor values such as tem-
perature or light measurements, there are some networks us-
ing visual sensors. Since a core feature of sensor networks
is that they are designed to run on battery power, one of the
main challenges is to find a reasonable tradeoff between com-
puting power and memory resources, communication capa-
bilities, system size and power consumption.

The Meerkats sensor nodes developed by Margi et al. [19]
are using an Intel Stargate mote equipped with a 400MHz



StrongARM processor, 64MB SDRAM and 32MB Flash.
For wireless communication the nodes are equipped with a
802.11b standard PCMCIA cards. The image sensor is im-
plemented using consumer USB webcams delivering images
at 640×480 pixels. The sensor nodes are operated by an em-
bedded Linux system. They evaluate the power consumption
of different tasks such as flash memory access, image ac-
quisition, wireless communication and data processing. Ad-
ditionally, it is shown that the power consumption for state
transitions as part of duty-cycling can not be neglected for
many components. In [20] additional details on deploying
Meerkats in a multi-node setup are given: For detection of
moving objects, image data is analyzed locally on the cam-
eras. Nodes collaborate for handover using a master-slave
mechanism. Compressed image data is transmitted to a cen-
tral sink. A very similar system, also based on Stargate motes
and USB webcams is Panoptes presented by Feng et al. [21].

Another representative of a smart camera for sensor net-
works is the Cyclops camera by Rahimi et al. [22]. In terms of
computing power the system is equipped with an ATmega128
8-bit RISC microcontroller operating at 7.3MHz. The sys-
tem provides 4KB of on-chip SRAM and an additional 60KB
of external RAM. The CMOS sensor can deliver 24bit RGB
images at CIF resolution (352×288). For image capturing a
CPLD is acting as an intermediate device between the sensor
and the microcontroller. The Cyclops platform does not pro-
vide on-board networking facilities but it can be attached to a
MicaZ mote. In [23] Medeiros and Park use a network of Cy-
clops cameras to implement a protocol supporting dynamic
clustering and cluster head election. They demonstrate their
system in the context of an object tracking application.

The MeshEye sensor node presented by Hengstler et
al. [24] combines multiple vision sensors on one node. The
platform is equipped with two low resolution image sensors
as used in an optical mouse, and one VGA color image sensor
placed in the middle of the mouse sensors. One of the low res-
olution sensors is used to constantly monitor the field of view
of the camera. Once an object has been detected, the second
low resolution sensor is activated and, based on stereo vision,
the location of the detected object is computed. This region
of interest is then captured by the high resolution sensor. The
main advantage of this approach is that the power consump-
tion can be kept at a minimum as long as there are no objects
in the field of view of the system. The computations are done
on an ARM7 microcontroller running at 55MHz. The system
is equipped with 64KB of RAM and 256KB flash memory.
Additionally, an SD/MMC card slot is provided. For wireless
networking, an 802.15.4 chip is included.

The WiCa wireless camera by Kleihorst et al. [25] is us-
ing a SIMD processor called IC3D operating at 80MHz and
is specifically designed with image processing applications in
mind. The processor internally features 320 RISC process-
ing units operating on the image data stored in parallel mem-
ory. In addition to the line memories, the platform provides

access to external DPRAM allowing for e.g., non-line based
image manipulation. For general purpose computations and
communication tasks, the WiCa is equipped with an 8051 mi-
crocontroller. Optionally, the WiCa can be extended with an
802.15.4 based networking interface used for inter-node com-
munication. The WiCa platform has been designed with re-
spect to low-power applications and hence could be operated
on batteries. Distributed processing between four WiCas has
been demonstrated in a gesture recognition system [26].

The CMUcam 3 is the latest version of an embedded com-
puter vision platform developed by Rowe et al. [27]. It con-
sists of a color CMOS sensor capable of delivering 50 frames
per second at a resolution of 352×288 pixels. Image data is
written into a FIFO from where images are fetched by the pro-
cessing unit, an ARM7 microcontroller operating at 60MHz.
The system is equipped with 64KB of RAM and 128KB of
flash memory. The CMUcam comes with a software layer
implementing various vision algorithms such as color track-
ing, frame differencing, convolution or image compression.
The CMUcam 3 is not equipped with on-board networking
capabilities but an external mote can be attached via a serial
communication channel. This approach is used to combined it
with FireFly motes [28]. The resulting system, called FireFly
Mosaic, relies on tight time synchronization for multi-camera
cooperation. The nodes are statically deployed in the context
of home activity monitoring. The configuration of the system
is done as part of an initial learning phase.

3.4. Design Space for Smart Cameras

Our taxonomy based on platform capabilities, degree of dis-
tributed processing and autonomy can also be used to express
the design space of smart cameras. Figure 1 summarizes the
design space of single, distributed and sensor network smart
cameras.

Recent single smart cameras provide fairly sophisticated
computing power and memory capacity. They rely on fixed
infrastructure for power supply and networking. In terms of
autonomy, today’s systems typically offer remote configura-
tion capabilities or very limited self configuration functional-
ity.

Distributed smart cameras have very similar platform ca-
pabilities as single smart cameras. However, they are de-
ployed in groups enabling distributed data acquisition and
data processing. Many of today’s systems provide local data
pre-processing and feature extraction. Fully distributed pro-
cessing, where nodes collaboratively work on a given task
with little or no involvement of some central facility, is much
less common. Regarding system autonomy, most systems are
designed to be deployed statically and offer remote configura-
tion capabilities. Many implementations provide basic func-
tionality for inter-node cooperation (e.g., formation of cam-
era clusters). Complete self-configuration has not yet been
demonstrated. While limited mobility is supported by some



Platform Capabilities Distributed Autonomy
System Sensor CPU Comm. Power Processing Deployment Configuration Mobility
Moorhead and
Binnie [4]

CMOS custom logic
for on-chip
edge detec-
tion

n/a mains local image
analysis; no
collaboration

static unknown static

VISoc
(Albani)[5]

CMOS,
320x256

32-bit RICS
and vi-
sion/neural
processor

n/a battery local image
analysis; no
collaboration

static unknown static

Wolf [6] Hi8 Camcorder,
NTSC

PC with
TriMedia
TM-1300
boards

n/a mains local image
analysis; no
collaboration

static unknown static

Single Smart-
Cam (Bram-
berger, Rinner)
[7]

color, VGA DSP n/a mains local image
analysis; no
collaboration

static remote configu-
ration

static

TRICAM [8] video in (no
sensor)

DSP and
FPGA,
128MB RAM

Ethernet mains single node;
multiple video
inputs

static static configu-
ration

static

Bauer [9] neuromorphic
sensor (64×64
pixels)

Blackfin DSP n/a mains local image
analysis; no
collaboration

static unknown static

Dias and Berry
[10]

2048×2048,
gyroscope and
accelerometer

Altera Stratix
FPGA

Firewire
(1394)

mains local image
analysis; no
collaboration

static active vision static

Distributed
SmartCam
(Bramberger,
Quaritsch,
Rinner) [29]

VGA ARM and
multiple
DSPs

100Mbps Eth-
ernet, GPRS

mains local image
analysis; coop-
erative tracking

static remote and dy-
namic configu-
ration

static

BlueLYNX
(Fleck) [17]

VGA PowerPC,
64MB RAM

Fast Ethernet mains local image
preprocess-
ing; central
reasoning

static unknown static

GestureCam
(Shi) [30]

CMOS,
320x240 (max.
1280x1024)

Xilinx Virtex-
II FPGA; cus-
tom logic plus
PowerPC core

Fast Ethernet mains local image
analysis; no
collaboration

static unknown static

CMUcam 3
(Rowe) [27]

color CMOS,
352×288

ARM7
at 60MHz

none onboard
(802.15.4 via
FireFly mote)

battery local im-
age analysis;
inter-node
collaboration
[28]

static [28] self configura-
tion with initial
learning phase
[28]

static

Cyclops
(Rahimi)
[22]

color CMOS,
352×288

ATmega128
at 7.3MHz

none onboard
(802.15.4 via
MicaZ mote)

battery collaborative
object tracking
[23]

static dynamic clus-
tering and
cluster head
election [23]

static

Meerkats
(Margi) [19]

webcam,
640×480

StrongARM
at 400MHz

802.11b battery local image
analysis; collab.
object tracking;
image transmis-
sion to central
sink [20]

static static static

MeshEye
(Hengstler)
[24]

2× low reso-
lution sensor,
1× VGA color
CMOS sensor

ARM7
at 55MHz

802.15.4 battery unknown unknown unknown unknown

WiCa
(Kleihorst)
[25]

2× color
CMOS sensor,
640×480

Xetal 3D
(SIMD)

802.15.4 battery local process-
ing; collab.
reasoning [26]

static static configu-
ration

static

Table 1. Classification of smart camera systems.
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Single
Cameras
Distributed
Cameras
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Cameras

Fig. 1. The design space for smart cameras.

systems in the form of PTZ cameras, static installations are
generally used. Figure 1 illustrates the similarities of single
and distributed smart cameras with respect to platform capa-
bilities and autonomy as well as their difference regarding dis-
tributed processing.

Wireless smart cameras, in contrast, can be clearly distin-
guished from distributed smart cameras regarding their plat-
form capabilities. Core criteria are a wireless communication
channel and battery powered operation. An immediate conse-
quence of these requirements is that systems offer consider-
ably less computing power and on-board memory than single
or distributed smart cameras to keep their power consump-
tion as low as possible. Directly related to reduced computing
power is the fact that many wireless cameras use lower reso-
lution image sensors than single or distributed cameras. Be-
ing small and self-contained, wireless cameras offer an even
larger freedom regarding distribution of the system than con-
ventional distributed smart cameras. Another reason for the
increased level of distributed processing shown in figure 1
stems from the necessity for increased collaboration to com-
pensate the fairly limited computing capabilities of the indi-
vidual nodes. The enhanced autonomy results from the fact
that wireless camera systems should be designed with ad-hoc
deployment and self configuration capabilities in mind. Prac-
tical realizations of these aspects still are at early stages.

3.5. Trends

The expected trend for single smart camera systems is that
computing power will see a steady increase. System auton-
omy is expected to slightly increase, shifting more towards
self-configuration to simplify system deployment.

The aim for distributing smart cameras is mainly en-
hanced reliability, coverage of larger areas and the ability to
process data on-site. Therefore, future research of distributed
smart cameras is not expected to focus on increasing the de-

gree of distribution substantially, but will aim at improving
performance and platform capabilities. Furthermore, system
autonomy is expected to increase to support easier deploy-
ment by introducing nodes with self-calibration capabilities.

Research in the area of wireless smart cameras is ex-
pected to aim at enhancing ubiquitous usage of wireless cam-
eras. The trend towards networks of pervasive smart cameras
mainly implies improvements in system autonomy to enable
installation and operation of camera networks by non-expert
users. Therefore, a focus is expected to be on improving inter-
node collaboration for supporting system autonomy in a self-
organizing and self-configuring manner, and to optimize the
shared usage of processing and memory resources by enforc-
ing collaborative image processing. In the area of embedded
systems, advances in chip manufacturing technologies are ex-
pected to be mainly used for lowering the power consumption
and therefore increase the overall operating time of the system
while only moderately improving system performance.

4. THE CHALLENGES OF PERVASIVE SMART
CAMERAS

This section describes the vision of pervasive smart cameras,
system requirements and challenges.

4.1. The Vision of Pervasive Smart Cameras

Typical scenarios for deploying traditional smart cameras are
applications in well-defined environments with static sensor
setups, as traffic surveillance scenarios [7]. The focus in de-
signing these systems is usually put on the integration of suf-
ficient processing power and system functionality to execute
well-known image processing algorithms in real-time. In con-
trast to that, efforts for deployment, operation and mainte-
nance play a minor role in design. Therefore, systems usually
cannot be deployed by non-expert users, and cannot be de-
ployed without adapting the existing infrastructure. This lack
in system autonomy and adaptivity limits the range of feasible
application scenarios dramatically. In this section, we want to
present our vision of pervasive smart cameras (PSC) as one
direction for more user-centric developments.

The vision of pervasive smart cameras is to have a smart
camera infrastructure that allows for smooth embedment into
activities of our daily life. Small and adaptive ubiquitous
smart camera nodes form a dynamic network, which can be
used for a wide range of applications. Nodes can be easily
removed and added by non-expert users, supported by self-
organizing functionality of the network. The nodes work
autonomously in the sense of energy and sensor calibration
and adapt themselves to environmental changes. The service-
oriented architecture of the network makes installation and
integration of new applications easily possible.

Typical scenarios for using pervasive smart cameras touch
very different fields of application. Beyond emerging new



applications such as elderly care [31] or home entertain-
ment [26], the generic platform can be used to supplant other
infrastructure by augmenting or replacing established meth-
ods with vision based approaches, e.g. gesture recognition
for human computer interaction.

4.2. The Challenges

This section discusses emerging research challenges towards
pervasive smart cameras. While most of the discussed chal-
lenges are of technical nature, this section also briefly cov-
ers application scenarios and questions related to user accep-
tance.

Hardware Challenges. The envisioned PSC system con-
sists of a large number of camera sensors, which are inte-
grated inconspicuously into the environment. Therefore, the
physical dimensions of the sensor nodes are very limited, and
wired connections for communication and power supply are
not available. Purchasing costs and installation efforts must
be kept at a minimum to get the system accepted by the user.
Both, the limited size and the low price lead to lower process-
ing power, smaller memory size and lower image sensor qual-
ity than available in comparable non-pervasive systems. Fur-
thermore, the integration of additional hardware devices pro-
viding particular functionality, e.g., environmental sensors or
localization facilities supporting autonomous operation must
be considered. The main challenge in hardware design for
PSC is to provide acceptable processing power and commu-
nication capabilities, while offering sufficient battery power
for maintenance-free operation [11, 25].

System-Software Challenges. System level software cov-
ers low level operating system components including hard-
ware drivers as well as higher level functionality and services,
often subsumed under the term middleware. Considering the
limited capabilities of the platform, the system software has to
be kept as lightweight as possible. Functionality to be covered
typically includes services for naming and lookup whereas the
latter likely is not limited to devices but could also include ser-
vices and resources offered by the individual nodes. Taking
into account the limited capabilities of the nodes, sharing of
resources as in grid computing applications might be a suit-
able option to accomplish more complex tasks. Related to
that is distributed storage and dissemination of data through-
out such a network with respect to unreliable communication
channels and non-fixed system topology. A further aspect that
is of importance in computer vision applications are real-time
requirements including synchronization as well as timely de-
livery and availability of data. To meet these specific require-
ments, optimizations likely can not be limited to individual
layers of the middleware or the operating system but a cross-
layer approach might the required.

Privacy and Security Challenges. When deploying cam-
era systems in end-user environments like homes or public
places, the general user acceptance of such systems is of cru-
cial importance. The increasing amount of video surveillance
people are facing in their daily life is raising the awareness
of privacy, confidentiality and general security issues in video
surveillance applications [32]. Aside from questions like how
to ensure the confidentiality of private data and enforcing ac-
cess restrictions, one of the key challenges is to find proper
mechanisms to allow users to check if a given system really
is behaving as advertised by the implementer. If this trust in
the behavior of the system can not be established, users likely
will not accept the deployment of camera systems in sensi-
tive places no matter how sophisticated the underlying secu-
rity concept is. One approach to improving privacy is to not
let raw imagery leave the camera, sending only partial or full
analysis results across the network. However, this makes it
much more difficult to ensure the trustworthiness of the sys-
tem.

Adaptation / Autonomy Challenges. The envisioned PSC
network follows a user-centric approach by minimizing ef-
forts for configuration and maintenance purposes. Au-
tonomous operation and automatic system adaptation play a
major role and influence the system design on all levels of
abstraction.

When altering the network structure by adding or remov-
ing nodes, the system must be adapted on network layer, mid-
dleware layer and application layer in a self-organizing man-
ner. Logical clusters and role assignments must be renewed,
processes must be redistributed and alternative data sources
must be consulted and integrated.

Collaborative video processing strongly relies on cali-
brated image data in spatial and temporal domains. Each
camera sensor has to provide perspective information about
its viewpoint and about its field of view relative to a com-
mon coordinate system, and must provide timing information
relative to a common time base. Synchronizing clocks in dis-
tributed systems with high accurateness is well researched,
and mainly depends on the networking technology used [13].
Spatial calibration of nodes in a camera network is more com-
plex and a very active field of research. Many methods for
camera auto-calibration are based on cameras with an over-
lapping field of views (FOV), and also approaches for self-
organization of sensors without overlapping FOV where pre-
sented [33, 34, 35, 36, 37, 38]. The envisioned PSC network
must enable self-calibration by adopting methods for tempo-
ral and spatial calibration, with preferably no contraints for
orientation and distribution of the sensors.

A further challenge in PSC design is the aspect of
maintenance-free operation. The camera nodes in the PSC
network are not designed to use mains power supply but inte-
grate energy sources in the enclosure, e.g., batteries or solar
panels. The power sources are limited in lifetime and there-



fore the trade-off between system functionality and node size
is crucial for achieving an intended maintenance-free runtime
of several days or weeks.

Collaboration Challenges. PSCs heavily rely on collabo-
ration. The main rationales are (1) limited fields of view of the
individual sensors, (2) low resolution image data, and (3) lim-
ited computational power. While the former argument is in-
herent for camera installations the other arguments are mainly
due to the limited size and energy constraints of PSCs. One
approach to cope with these limitations is by collaboration,
where several nodes jointly work on a certain task. Collabo-
ration can be either established by a central instance or the
nodes autonomously organize themselves and form groups
that investigate on a certain task. Since PSCs are intended
for ad-hoc deployment, self-organization is required.

Collaboration further requires a substantial system-level
software that allows individual nodes to form groups and ex-
change data within these groups [23]. In wireless sensor
networks the agent-oriented approach is used to build au-
tonomous systems [39, 40]. But also in general purpose com-
puting the agent-oriented approach is used to manage dis-
tributed systems [41, 42, 43]. One of the challenges will be
to adapt existing technologies for PSCs such that special re-
quirements of computer vision applications are satisfied. An
example is the localization within such networks: Existing
technologies can provide a rough map of the network based
the characteristics of the employed radio technology. This
rough positioning could be enhanced by exploiting informa-
tion from the visual sensors.

For collaborative computer vision algorithms it is crucial
to know the position and orientation of the involved cameras.
In the simplest case, this could be a graph representing the
neighborhood relations. But most algorithms require a com-
mon world coordinate system which requires to calibrate each
camera and establish homographies. Doing this manually re-
quires a lot of time and effort. Hence researchers investigate
in automatic camera calibration (e.g. [33, 34, 35, 36]).

Existing computer vision algorithms often are not de-
signed with collaboration of distributed nodes in mind. For
PSCs, however, this aspect is highly important. Hence, ways
have to be found how algorithms can be adopted for such en-
vironments [13].

User Centric Challenges. Besides all technological con-
siderations and challenges, one of the major aspects is eas-
ily forgotten: Smart camera systems should be designed for
users. That is even more true for the envisioned class of per-
vasive smart cameras, being targeted at consumers who not
necessarily have a technological background. Consequently,
one of the main challenges is finding and implementing ap-
plications truly useful and desirable for users. Aside from ob-
vious surveillance scenarios, applications that are frequently
mentioned are e.g., personal health and elderly care where

the environment is monitored for unusual events such as a fall
of a person [31]. Another, related scenario are smart homes
where pervasive smart camera networks could be employed
to simplify the life of the inhabitants. This could include an
adaptation of the environment (e.g., lighting conditions, pre-
ferred TV or radio station, etc.) based on the present persons.
Another useful application in this context, taking into account
concepts from human computer interaction research, would
be gesture recognition for controlling and interacting with de-
vices. This not necessarily has to be limited to e.g., opening
the window blinds, but could very well be extended to leisure
activities such as interactive gaming applications. Regardless
of the actual application scenario, one of the biggest chal-
lenges will be to build systems that can be set up and operated
by customers with little or no technical knowledge.

5. CONCLUSION

In this paper we have proposed a taxonomy for smart camera
systems considering obvious aspects such as system capabil-
ities and performance as well as less obvious but equally im-
portant aspects like the degree of distributed processing and
system autonomy. Based on this taxonomy, selected represen-
tatives of existing smart camera systems have been described
and classified. To provide a better overview of the field of
smart camera development, we sketched the design space for
single, distributed and wireless camera systems followed by
an analysis of the trends for these three classes.

Having a look at existing smart camera systems, it be-
comes apparent that many systems are still limited in the de-
gree of distributed processing. Even more evident is the lack
in the field of system autonomy including support for ad-hoc
deployment, self-configuration and mobility. These however
are central requirements for smart cameras to become truly
omnipresent system that can be handled by average users.
To turn our vision of pervasive smart cameras into reality, a
number of technological and user centric problems have to
be addressed. We described major challenges on the way to-
wards such systems together with potential directions and ap-
proaches.

With the hardware building blocks becoming cheaper and
smaller, we believe that a trend is clearly going into the direc-
tion of pervasive smart cameras. The primal challenge will be
to design systems that can easily be deployed by non-expert
users to make them suitable for low-cost and consumer ori-
ented applications.
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