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ABSTRACT 
 
In this paper, we propose a new feature-based 
approach to detect and track faces in real-time 
applications using a massively parallel processor 
architecture. Due to the fact that skin color is not 
a sufficient feature for detecting faces, our 
technique is based on a smooth-edges detection 
algorithm. The main advantage, when applied on 
luminance values, is that it’s robust against 
homogenous variations of the illuminating 
conditions. Our detection method is 
implemented on a very compact wireless smart 
camera.  The algorithm uses the output image of 
two sensors of this camera. With data-fusion the 
false detection rate is significantly reduced. 
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1. INTRODUCTION 
 
Face detection has been a very active research 
domain for more than 25 years because it can be 
applied in several fields such as surveillance, 
commercial applications and health care. 
Although it is easy for a human to differentiate 
face and non-face, it requires complex 
algorithms and a lot of computations to perform 
it on hardware platforms. Indeed, the face image 
can vary considerably in terms of facial 
expression and skin color and the quality also 
depends on the sensor used.  
 
For face detection, two groups of methods are 
used.  
The first group of methods is based on the 
knowledge of the face: the shape [1], color 
information [2][3], particulars points’ position 
(for example: existence of a symmetry between 
the eyes, ratio between mouth and eyes [4]). The 
main disadvantage of these methods is that all  
relevant features depend on the environmental 
conditions. For example, experiments have 
shown that it can be detrimental to just rely on 
skin color. In fact, skin color as seen by the 
sensor is a result of the reflecting light around it. 
Even if a color space appears to be designed for 

skin detection [5], it is not reliable enough to be one of 
the main features to perform face detection.  
 
The second group of methods is based on learning 
algorithms using database and statistics tools [6] [7]. 
These techniques work well but require the use of a 
large amount of memory.  
 
The method presented in this article is about smooth 
edges detection in feature-based approach. 
 
2. ARCHITECTURE 
 
We implemented our face detection algorithm on a 
wireless low-power 802.14 camera with embedded 
vision processor, the IC3D chip a new version of the 
Xetal chip [8]. This section deals with the architecture 
of the WICA camera description, shown in Figure 1. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1: WICA camera (6x4x3cm) shown with 2 VGA 

sensors 
 
In a vision system we have to distinguish between two 
levels of processing: low level and high level. Whereas 
low-level deals with pixel crunching issue, high–level 
is about making decisions. The low-level operations 
necessary for natural scene analysis demand a high-
performance processor. We are able to achieve this 
high-performance at low power by using an SIMD 
processor (Philips IC3D) for the low-level operations. 
The IC3D takes advantage of the inherent data-
parallelism present in the pixel processing. This stand-
alone high-performance processor is capable of 
supplying a pixel performance of up to 50GOPS at 
300mW.  
 



In the high-level part of the analysis 
measurements are performed on the faces found 
and decisions are taken. These tasks can be 
performed by a general purpose DSP/CPU.  
Currently we are using an upper class 8051 
microprocessor to perform this task. This 
processor has on-board non-volatile memory to 
store the camera programs and settings, and 
several I/O pins to control external devices.  
The camera can broadcast the events in the scene 
using an on-board 802.14 transceiver. For this, 
we used the AquisGain module from Philips. All 
processors are connected to a dual port RAM, 
large enough to store video frames and to 
perform tasks like background subtraction, 
image pyramids and image registration. A block 
diagram of the system is shown in Figure 2. 
 
 
 
 
 
 
 
 
 
 

Figure 2: Architecture diagram of the WICA 
 
 
3. OUR APPROACH 
 
In this paper, we describe a new method for face 
detection based on smooth edges for pattern 
recognition. The main advantage of this 
algorithm is that it is robust to varying 
illumination. The only requirement we have to is 
that the light distribution from above is 
homogenous. A dual sensor approach improves 
the reliability of the detection. Figure 3 shows an 
overview of the proposed face detection method. 
 
Our algorithm can be divided in four parts: 

• Smooth edges detection 
• Boundary detection 
• Vertical & horizontal pattern 

recognition 
• Noise removal 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3: Overview of the Algorithm 
 
 

3.1 Smooth edges detection 
 
As with several methods for face detection, ours is also 
based on edge processing [9]. Most of the time, edge 
information is used in face detection to extract the main 
features of the face shape as shown in Figure4. 
 
 
 
 
 
 
 
 

Figure 4: Edge detection 
 
Then by looking at some specific face contours, it is 
possible to find faces. 
 
 
 
 
 
 
 
 

Figure 5: Finding specific Contour on a face 
 
In our case, we are not looking at the high gradient 
value that represents the main face’s edges. In fact, we 
look at the small gradient values in order to highlight 
the smooth edges [10]. The main reason for that process 
is that due to their shapes, human faces are internally 
mostly composed of smooth edges. These are typically 
described with little increasing and decreasing 
luminance along the face. This smooth variation of 
luminance can mathematically be described in this way: 
 
Let a  Pixel in the picture be described by: 
 I(i,j) with: i ∑ [0;640]; j ∑ [0;480]  
 
A pixel will be seen as a smooth pixel if: 
 
 | I( i , j ) – I( i+1 , j ) | < Horizontal Threshold 
 | I( i , j ) – I( i , j +1 ) | < Vertical Threshold 
 
This smooth edges operator is applied on the luminance 
signal. The chrominance signals (U & V) contain 
colour information which it has been proven unreliable 
to use as a detection means. By using the luminance 
signal, we reduce the influence of the illumination 
variations. And since all human beings have almost the 
same face silhouette, it is possible to find a feature from 
the smooth edge map that applies for everybody.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

Figure 6: Result of the Smooth Edges Operator 
 

As it can be seen in Figure 6, the result of the 
smooth operator applied horizontally and 
vertically is very interesting. Indeed, we can find 
a particular pattern at the head of the people. 
This pattern is actually a smooth mapping of the 
head: 
_ Horizontally [a] the head can be divided in six 
parts, alternatively increasing and decreasing 
part of luminance. 
_ Vertically [b] we can distinguish between four 
or five part. This direction shows more variation, 
for example having a beard can create a new part 
of decreasing luminance.  
 
 
3.2 Boundary Detection 
 
Once the smooth operator is applied, it is not 
necessary to keep all the data. To reduce it we 
use a simple operator in order to match the 
boundaries between the different parts of the 
smooth mapping. This operator can 
mathematically be described by: 
 
 

A pixel will be seen as a boundary if: 
 
 | ∂I( i , j ) – ∂I( i+1 , j ) | !=0 // Horizontally 
       ∂i                ∂i 
 
| ∂I( i , j ) – ∂I( i , j +1 ) | !=0 // Vertically 
        ∂j                ∂j 

 
 
 
 
 
 
 
 
 
 
 
 

As we can see in Figure 7 and 8, the main advantage of 
the boundary operator is that it removes data in the 
picture without removing the required feature. This 
operator keeps the boundary between two different 
smooth variations of luminance in order to easily 
process it. 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 7: Result of the Boundary Operator applied 
horizontally 

 
 
 
 

 
 
 
 
 
 
 
 
 
 

Figure 8: Result of the Boundary Operator applied 
vertically  

 
3.3 Pattern Recognition 
 
At this step of the face detection algorithm, we now 
have two streams of data: the binary outputs of the 
boundary operator applied horizontally and vertically.  
For the pattern recognition, we put as a requirement 
that the system will search a pattern in a 19x19 pixels 
window. To look for different head sizes we will use a 
pyramid approach. 
 
3.3.1 Vertical Pattern Recognition 
 
As it can be seen in the Figure 7, the data contained in 
the head are very specific compare to the rest of the 
picture. After applying the boundary operator 
horizontally, we can notice that six vertical lines can be 
easily found in the head even when the head rotate 
between –30° and 30°, because the shadows follow the 
light. 
 
So the next step is using a 19 by 19 pixels window to 
look at those seven lines. Due to the single instruction 
multiple data architecture of our DSP, this pattern 
recognition has to be implemented in a specific way 
described in the following part. 
 
 
 
 
 
 
 
 
 



Pattern Recognition processed on SIMD 
processor: 
 
1.The first step is for each pixel to select an area 
of 19 pixels wide in a line. 
 
 
 
 
 
 
 
2. Once the area is selected, for every pixel in a 
line we read the value of its nine left and right 
neighbours. Each time we will read a pixel’s 
value different from 0, we will add 1 in the 
center processor.  
Note : this process is applied on all processors in 
parallel. 
 
3. The final process of the pattern recognition is 
about checking output lines of the previous step. 
Then, if a pixel’s value is 7 we found the correct 
number of lines, we put it at 255, otherwise 0.   
 
 
 
 
 
 
 
 
 
 
 
 
Finally at the end of this process, our output is a 
binary picture:  
 
Pix_Value=   255 if the Vertical pattern is found 
         0   otherwise 
 
As it can be seen in the Figure 9, even if the 
pattern is found at different places on the picture, 
the biggest amount of detected patterns is on the 
head. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 9: (A) Input of the Pattern Recognition 
applied horizontally,( B) Result of  

the Pattern Recognition applied horizontally 
 
 
 
 
 
 
 
 

3.3.2 Horizontal Pattern Recognition 
 
As shown in the previous paragraph, the vertical pattern 
recognition contains the most significant response of 
our detection, but it still not robust enough to be used as 
optimal face detection (see the noise in the Figure 9). 
The use of the horizontal pattern recognition is needed 
in the way that we can combine both techniques to 
remove the noise and increase the robustness of the 
detection.  After the horizontal process, we are looking 
for a boundary between the eyes and the forehead in the 
“previous detected region”, using the vertical process.  
Considering that the common part between the two 
processes is significant in the entire image, an 
additional constraint is needed.  We can notice that the 
line between the forehead and the eyes is surrounded by 
several black pixels, and is present over a width of 19 
pixels. So we use this information to remove the noise, 
as we know that this pattern is only present in the 
region of the eyes. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 10: Combination of the horizontal process and 

vertical process. 
 
3.4 Noise removing part: Large colour 
window & distributed face detection 
 
The combination of the horizontal process, the vertical 
process, and a large skin colour domain (Hue value in 
the HSV domain between 0 and 35, i.e all the reddish 
colours) succeeds to remove most part of the noise. 
Notice that the use of the skin tone is only here as a 
filter to remove the noise and not as a main feature to 
find a face. As we are processing in real time, and as 
we are not using a high-resolution sensor, we still have 
a bit of noise, but it’s randomised over time in the 
entire picture, which helps us to get the real coordinate 
of the face. To remove this noise we takes benefit of the 
WICAs architecture. Indeed, the WICA smart Camera 
has two VGA sensors, and the IC3D is able to process 
both of the inputs in real-time.  
In order to use this distributed smart camera network, 
we apply the algorithm alternatively on both inputs as 
shown in Figure 11.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 11: Distributed Face Detection 
 
The video frame rate of the WICA is 24 frames 
per second, thus for the distributed face detection 
the algorithm is applied on the first sensor during 
the first twelve frames, and on the second sensor 
during the last twelve frames. Finally, by 
combining the results of both detections, we can 
notice that the small distance between the two 
sensors (about 2cm) is enough to remove the 
noise. Then, by processing on two slightly 
different angles of view is sufficient to 
considerably remove the false detections.  
The results of this approach are shown in Figure 
12: the red curve corresponds to the first sensor 
and the blue curve corresponds to the second 
sensor. The number of detections for a row is 
represented on the Y-axis, and X-axis represents 
the row index for a 640x480 picture’s frame.  
The right position of the face can be found by 
comparing the amount of detection for both 
sensors. If this amount is bigger than a defined 
threshold for both curves at the same index, we 
can be sure that it is a face, as presented here for 
the row index 200, then the rest can be 
considered as noise.  
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 12: Results of the Distributed Face 

Detection 
 
4. CONCLUSION 
 
In this work we implemented on a dual-sensor 
smart camera -a face detection algorithm using 
soft edges techniques.  As we use this soft-edges 
technique on grey-level images, it means that it 
is robust to illumination changes. Nevertheless, 
the light condition has to be quite homogeneous 
from above, as we have to get the soft edges 
from the both sides of the face. The system also 
requires that the people are facing straight ahead. 
In all our development, we have taken care just 
to use one threshold, applied on the luminance 
difference between two consecutive pixels, 

needed for the smooth mapping. One of the directions 
that future research might take care is to develop better 
ways to integrate the shape of the face combined with 
the shape of the shoulders together, or with the human 
figure. 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 13: Final output, on one frame, of the Face 
Detection’s Algorithm 
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